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ABSTRACT
There is a growing number of large scale cross-site database
collection of resting-state functional magnetic resonance
imaging (rs-fMRI) for studying neurobehavioral diseases,
such as ADHD. Although a large amount of data benefits ma-
chine learning-based classification methods, the idiosyncratic
variability of each site can deteriorate cross-site generaliza-
tion ability. This challenge creates a bottleneck in requiring
a large number of labeled samples of each site. Hence in this
research, we utilize an approach of conditional adversarial
domain adaptation network (CDAN) to learn a discriminative
fMRI representation that is site-invariant for unsupervised
transfer of ADHD classification. We evaluate our framework
on a multi-site ADHD dataset and achieve improvement in
transferring between sites. Further visualization reveals that
there indeed exists a substantial site discrepancy and statis-
tically analysis indicates that male’s rs-fMRI could be more
vulnerable toward site-specific effects.

Index Terms— ADHD, fMRI, adversarial domain adap-
tation, multi-site transfer

1. INTRODUCTION

Attention deficit hyperactivity disorder(ADHD) is one of the
most common neurobehavioral disorders among children that
persists into adulthood resulting in lifelong impaired condi-
tions. Although early diagnosis of ADHD is crucial for effec-
tive intervention, there still exits major challenges [1]. The
elusive nature of the disease, i.e., ADHD children tend to
have comorbid conditions including anxiety, poor concentra-
tion, and learning problem [2], creates differential subtypes
within ADHD (ADHD combined, hyperactive/impulsive, and
inattentive). Further, the diagnosis of an ADHD patient relies
on a time-consuming combination of comprehensive medical
history examinations, behavior observation reports, and a va-
riety of tests [3] [4]. Recently, many research works have
turned to the use of Functional Magnetic Resonance Imaging
(fMRI) as a noninvasive method in measuring neural activ-
ity [5], and this particular image-based biomarker has opened
a new venue in automatic screening of ADHD.

Many studies have applied machine learning techniques
on fMRI data to automatically differentiate subjects of ADHD

versus control. For example, ReHo features extracted from
resting state fMRI were introduced for differentiating ADHD
from healthy control [6]; Kuang et al. [7] developed a deep
neural network based method in predicting ADHD subtypes.
While many of these data-driven methods gradually demon-
strate satisfying classification results, retrieving an adequate
amount of labeled fMRI data at each clinical site remains to
be a challenging prerequisite in real-world practice.

Researchers from across the globe have pooled together
fMRI data of ADHD from different sites [8] to provide more
data samples to improve the algorithms. However, in order to
further extend the use of automated screening of ADHD using
fMRI, a key challenge remains in handling the site-specific
heterogeneity to enable learning from existing patient’s fMRI
samples to be used directly in a new clinical site where the
collection of labeled data has not been previously occurred.
Among each site, there tends to an uncontrolled heterogene-
ity that emerges and creates unwanted variability deteriorat-
ing the classification robustness. These variations are caused
by a range of issues, e.g., MRI acquisition protocols (e.g.,
scanner type, flipping angle, see Friedman et al. [9]), incon-
sistent instruction to the participants (e.g., eyes closed versus
eyes open), recruitment criteria (e.g., age-group, treatment
history.). Very limited, if any, researchers have studied these
problems except for one of the works done by Heinsfeld et al.
that utilized DNN in multi-site ABIDE data for autism spec-
trum disorder identification [10].

Hence, we argue that to enhance the usability of an fMRI-
based ADHD pre-screening model, learning a site-invariant
fMRI brain image representation is critical to ensure the al-
gorithmic generalization. Specifically, we propose to utilize
conditional domain adversarial adaptation (CDAN) to miti-
gate issues of fMRI data heterogeneity to perform binary clas-
sification of ADHD across sites. We evaluate our framework
on a public multi-site data source, ADHD-200. Each data
site is regarded as a single domain, and our CDAN is trained
on one source domain then tested on another unlabeled tar-
get site. Our experiments show that the method of CDAN
achieves an improved classification result across almost all
of the cross-site transfer. Further statistical analysis demon-
strates that gender may be one of the key factors that create
site-specific variability in fMRI.

1190978-1-5090-6631-5/20/$31.00 ©2020 IEEE ICASSP 2020



Table 1. Demographics and clinical information of dataset.
P K NI NY O Pitt W

n 245 94 67 256 112 95 74

Age
(meanstd)

11.7
1.95

10.2
2.49

17.6
3.03

11.5
2.91

9.1
1.25

15.1
2.77

11.5
3.85

Female 71 38 30 92 52 45 28

Male 174 56 43 171 61 53 33

ADHD 42% 27% 49% 58% 38% 4% 0%

TD 58% 73% 51% 42% 62% 96% 100%

2. RESEARCH METHODOLOGY

2.1. Functional MRI(fMRI) Datasets

We use fMRI data of ADHD-200 Preprocessed dataset [11],
comprising 973 individuals, in this work. Each of the
participants was scanned from 8 different sites1. Along
with the scanned results, the research institutes also col-
lect personal attribute data, including age, gender, hand-
edness, ADHD scale, ADHD diagnosis(typically develop-
ment(TD), ADHD-combined, ADHD-inattentive, ADHD
hyperactive/impulsive) [12], and the measurements of intel-
ligence. Since the ADHD diagnosis results from BHBU are
pending, and the number of people who are diagnosed as
TD and the number of people with ADHD is uneven in Pitt
and WUSTL (see Table 1), we exclude those data of BHBU,
Pitt, and WUSTL in our experiment. The diagnosis labels
are categorized into two classes: TD and ADHD for binary
classification.

2.2. Computational Framework

2.2.1. Data Preprocessing and Feature Extraction

In this study, we incorporate the pre-processed data from [11],
in which the rs-fMRI data has gone through both artifact re-
jection and spatial/temporal calibration. An AAL90 [13]
mask was applied which resulted in 90 regions of interests
(ROIs). Several feature descriptors (see Table2.) were ex-
tracted.

2.2.2. Adversarial Domain Adaptation (DANN)

In this research, each data collection site is regarded as a
unique domain D = (x, y) with rs-fMRI features x and
ADHD diagnosis label y. Our objective is to learn a model
which is trained on source domain Ds = (xsi , y

s
i )

ns

i while

1Peking University(P), Bradley Hospital/Brown University(BHBU),
Kenedy Krieger Institue(K), NeuroIMAGE sample(NI), New York Univer-
sity Child Study Center(NY), Oregon Health Sciences University(O), Peking
University(P), University of Pittsburgh(Pitt) and Washington University at
Saint Louis(W)

Fig. 1. A schematic of our proposed DNN-based adversar-
ial learning which could extract class conditioned and site-
invariant features.

Table 2. Regional and functional connectome based features
for fMRI data in ADHD classification

Feature Description

R90 The temporal mean pooling of each region of interest(ROI).

Func-R
Five functional statistics (maximum, mean, standard

deviation, skewness, and kurtosis) of R90.

PCA-R Principal component analysis with 10 component on R90.
ICA-R Independent component analysis with 10 component on R90.

FTFC-R
The upper triangular of functional connectivity
matrix using Pearson correlation among ROIs.

having the transferability toward other unlabeled target do-
main Dt = (xti)

nt

i . Here we adopt the idea of adversarial
training for its effectiveness on different transfer learning
applications [14]. Given a model with feature extractor F ,
source classifier G and domain discriminator D, the update
criteria would be:

min
G,F

E(xs
i ,y

s
i )∼Ds

L(G(fsi , ysi ))

+λ(E(xs
i )∼Ds

log[D(fsi )] + E(xt
j)∼Dt

log[1−D(f tj )])

max
D
E(xs

i )∼Ds
log[D(fsi )] + E(xt

j)∼Dt
log[1−D(f tj )])

note that L is the cross entropy loss which gives supervision
of discriminability of the ADHD label, while λ is a hyper-
parameter weighting source classifier and domain discrimi-
nator. The domain invariance features f = F(x) are learned
through th minimax optimization procedure of the given cri-
teria.
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Table 3. A summary of ADHD classification results on 5 comparison features and model comparison of prediction results.
The UAR results are in percentage. (Models: A:SVM, B:DNN, C:DNN-Z, D:DANN, E:CDAN+E; Features: 1:R90, 2:func-R,
3:PCA-R, 4:ICA-R, 5:FTFC-R)

K-K K-P K-NI K-NY K-O NI-NI NI-P NI-K NI-NY NI-O NY-NY NY-P NY-K NY-NI NY-O O-O O-P O-K O-NI O-NY P-P P-K P-NI P-NY P-O
A1 48.4 49.7 51.4 50.0 49.6 62.7 54.0 46.5 50.0 52.0 59.5 50.0 50.0 50.0 50.0 66.9 47.8 49.3 39.6 50.0 63.2 48.4 52.0 50.0 51.7
A2 57.1 50.6 59.8 49.6 50.0 61.0 49.4 52.0 47.8 49.2 50.6 50.0 50.0 50.0 50.0 59.1 51.2 50.0 48.8 54.0 55.2 49.0 61.0 51.2 44.9
A3 40.5 49.4 51.3 50.0 50.4 52.4 50.5 51.6 50.0 48.4 58.5 50.4 39.0 68.4 47.5 62.6 42.7 52.4 41.9 50.0 56.2 50.2 61.9 50.0 42.6
A4 55.3 50.0 50.0 50.0 50.0 44.3 50.0 50.0 50.0 50.0 48.2 50.0 50.0 50.0 50.0 52.9 50.0 50.0 50.0 50.0 44.3 50.0 50.0 50.0 50.0
A5 48.4 49.4 53.1 49.9 52.3 56.7 48.8 52.1 50.6 51.0 57.0 56.0 55.6 45.5 45.6 57.9 51.7 46.2 56.8 50.8 56.4 50.8 57.4 56.2 56.3
B1 64.4 56.2 67.6 52.4 64.1 71.3 60.8 59.3 57.5 61.0 64.0 61.4 57.7 52.4 62.3 66.7 56.6 61.7 56.9 50.8 64.1 55.4 70.9 57.2 56.4
C1 67.2 55.9 68.7 52.9 60.5 65.4 55.3 59.4 54.3 61.0 62.3 58.5 57.2 67.9 51.4 66.9 52.3 60.0 66.7 52.8 65.0 59.9 73.3 60.5 60.2
D1 60.5 73.7* 60.8* 67.0 61.0 63.7* 61.3 62.1 61.2 64.1* 67.1 58.3 59.1 67.9* 71.2 58.7* 65.9* 71.8 61.7* 66.0*
E1 61.4* 71.8 54.8 69.8* 64.0* 63.3 63.2* 63.8* 63.1* 61.0 76.2* 63.9* 61.7* 67.3 72.5* 53.9 64.1 75.0* 60.5 65.3

2.2.3. Conditional DANN wiht Entropy (CDAN-E)

In DANN we only focus on the feature invariance between
sites but neglect the potential label discrepancy between do-
mains. Hence in [15], an improved conditional adversarial
embedding was proposed for joint constraint on both fea-
ture spaces and label spaces. We replace f with h = (f, g)
which is the outer product of domain-specific feature repre-
sentation f and the classifier predictions g. This gives us a
tight binding between the representational spaces and label
information. Besides, the traditional DANN imposes equal
importance of different samples, while ignoring that those
less informative (highly ambiguous and noisy) samples could
harm the model. Thus, we incorporate an entropy criteria
w(H(g)) = 1 + e−H(g) for uncertainty regularization where
H(g) = −

∑C
c=1 gc log gc is the prediction entropy acting as

confidence level. The final objective would be formulated as:

min
G,F

E(xs
i ,y

s
i )∼Ds

L(G(fsi , ysi ))

+λ(E(xs
i )∼Ds

ws
i log[D(hsi )] + E(xt

j)∼Dt
wt

j log[1−D(htj)])

max
D
E(xs

i )∼Ds
ws

i log[D(hsi )] + E(xt
j)∼Dt

wt
j log[1−D(htj)])

3. EXPERIMENTAL SETUP AND RESULT

3.1. Experimental Setup

We conduct our experiments in two settings according to train
and validation data: (i)Train and Evaluate on the same site
using 10-fold cross-validation. These recognition results are
regarded as the upper-bound for the specific site. (ii) Train on
one site and evaluate on the other, for the evaluation of the
domain adaptability. The final metric used is the unweighted
average recall (UAR).

3.1.1. Comparison Models

We first evaluate the vanilla SVM and DNN method without
considering the domain discrepancy in this transfer learning
setup. Then, we compare the proposed method with the fol-
lowing methods for evaluation of domain transferability:

• DNN: Vanilla DNN without consideration of domain
shift problems between different data sites. Several
hyperparameters are gird searched: layer size:[90-32],

[90-32-16], batch size:16,32,64, dropout rate:.0,.2,.5
learning rate using Adam optimizer:0.001, 0.0007,
0.0001, and max epoch is 100.

• DNN-Z: A simple site-wise Z-score normalization is
applied to extracted fMRI brain features as an straight-
forward naive domain adaptation (normalization) ap-
proach. Network parameters are the same as DNN.

• DANN: Domain adversarial neural network with the
constraint on domain shift of feature space. Layer di-
mensions are searched among: [90-45], [90-45-16],
and the rest of hyperparameters are alike DNN while
max epoch is 700.

• CDAN+E: Conditional adversarial domain adaptation
with entropy regularization illustrated in 2.2.3.

3.2. ADHD Recognition Results

Table 3 summarizes our ADHD recognition results in a cross-
site transfer learning setup. Our proposed CDAN+E method
achieves consistently better recognition rates across most
of the pairing between sites. Several observations can be
summarized. First, we find that 90ROI features generally
reaches the highest UAR in contrast to other features sets
when comparing within-site accuracy. This indicates that this
representation contains the most discriminative information
in classifying ADHD and could be robustly generalized to all
sites. Hence, all the rest of the experiments are run 90ROI for
further domain generalization. Second, we observe that Neu-
roIMAGE has the highest average UAR 0.739, while NYU
performs the poorest with 0.581. As a source domain, NYU
and Peking have higher accuracies of 0.661 and 0.662 each,
while NeuroImage as a source domain has the lowest accu-
racy of 0.636. This phenomenon could probably be related
to the sample size. Finally, it is interesting to see that some
of our CDAN domain transfer results even surpass the recog-
nition results which train and evaluate on a single domain.
For example, when taking NYU as a source domain and Neu-
roIMAGE as a target domain, the UAR remarkably increases
by 0.238. This may demonstrate CDAN-E not only learns a
conditional distributional mapping between datasets but fur-
ther additional variability that increases the robustness of the
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Table 4. A summary of the T-test between any two different sites. The bold part refers to the larger percentage between males
and females. *:P-value<0.05. **:P-value<0.001, I: combined, II:Hyperactive, III:Inattentive, gen: gender ratio

K-O K-P K-NY O-K O-P O-NY P-O P-K P-NY N-O N-P N-K
I T - -5.93** -9.26** 2.3* 2.82* -14.7** - 4.1** -1.2 - 0.33 -2.06*
II T -0.77 -6.94** -9.09** 2.45* 2.76* -14.8** -6.12** 3.84** -1.38 -0.72 0.22 -1.85
III T -0.07 -3.98** -9.15** 1.59 2.1* -10.96** -4.29** 4.44** -1.12 -0.43 0.19 -2.78*
gen M 54 34 32 46 42 16 39 27 40 39 43 23
(i) F 62 51 57 47 32 37 60 29 46 42 41 32
gen M 10 17 4 7 11 17 16 7 14 20 16 32
(ii) F 8 32 5 5 24 24 15 16 11 21 27 32

model. In summary, the proposed CDAN-E could effectively
improve the unsupervised transfer of ADHD recognition rate
using fMRI by mitigating cross-site heterogeneous infor-
mation, and we observe that the larger original data source
dataset enhances the transferability.

4. ANALYSIS

To realize the effect of our adversarial domain adaptation
learning, we first visualize the data distribution between
vanilla DNN method and CDAN+E using t-SNE(see Fig 2.)
with setting perplexity to 30. We could immediately see that
after applying adversarial losses, two clusters are merged into
one cluster, indicating that the features of two sites are close
in the original dimension after applying CDAN+E. Further-
more, there is a clear clustering among data that has similar
ADHD label, which indicates that not only domain discrep-
ancy on feature space is mitigated but also clinical labels are
successfully transferred.

Second, we split the participants into two groups:(i)(R&R):
correctly predicted in both DNN and CDAN (ii)(W&R):
wrongly predicted in DNN but corrected after applying
CDAN. Then the two-sided Student’s t-test was performed
on ADHD index, Hyperactive and Inattentive between (i)
and (ii) with pairs of two sites. We immediately notice that
there is a significant statistical correlation among each site
with t-value ranges from −2.06 to −14.8 with respect to
all phenotypes. This indicates that before domain adapta-
tion, the vanilla DNN model fails to identify severe ADHD
patients, while our CDAN model can successfully identify
those that mitigates this issue through domain invariant con-
straint. Moreover, through comparison of the gender ratio
(= Amountofmale/femaleofthecase

Totalamountofmale/femaleofthetargetset ), wee see that 10
out of 12 female gender-ratio surpass the male with a large
margin in case(i), while the difference between 2 ratios is
decreased in case(ii). This shows that it is easier to directly
transfer female samples in this dataset between sites while
male samples are more vulnerable to site effects. Our pro-
posed CDAN alleviates partially this problem and reaches a
similar performance between gender.

(a) KKI-NI(DNN) (b) KKI-NI(CDAN-E)

(c) KKI-OHSU(DNN) (d) KKI-OHSU(CDAN-E)

Fig. 2. The t-SNE plot of the feature extracted by DNN an
CDAN+E. Select K-NI and K-O to illustrate here. (red plus:
objects from source sample set, tomato tri: TD objects from
source sample set, black plus: objects with ADHD from target
sample set, blue tri: TD objects from target sample set)

5. CONCLUSION

In this work, we develop an approach in tackling the chal-
lenges of the domain discrepancy in rs-fMRI data caused by
different collection sites. To enhance the robustness on auto-
matic ADHD recognition in a cross-site setting, we introduce
the conditional adversarial domain adaptation techniques to
mitigate this domain shift problem. The experiments show
that our proposed method achieves an improvement in cross-
site ADHD classification, and further visualization indicates
that our method does mitigate the site-mismatch problem
through pulling data distribution closer, while statistical anal-
ysis reveals that male patients could be more severely affected
by collection sites. To our best knowledge, this is one of the
first work on ADHD recognition under cross-site prediction
scenarios. There are multiple future directions. An immediate
one would be verifying results on other large-scale cross-site
brain imaging datasets. Second, how to generalize toward
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multiple unspecific sites simultaneously would be another
challenge. By better understanding of potential latent vari-
ability of multi-site data analysis would help in advancing
a many human-centered computational research in clinical
applications [16].
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